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1
METHOD AND APPARATUS FOR MOTION
ADAPTIVE DEINTERLACING WITH
REDUCED ARTIFACTS

FIELD OF THE INVENTION

The invention pertains to the field of digital video signal
processing. More particularly, the invention pertains to a
method and apparatus for deinterlacing video fields to pro-
gressively scanned video frames.

BACKGROUND OF THE INVENTION

Interlacing has been used since the early days of television
as a means of conserving the bandwidth required to transmit
a video signal. The NTSC, PAL and SECAM television sys-
tems all make use of interlacing whereby odd and even lines
comprising a video image are transmitted in separate fields.
Even with the advent of high definition television and digital
transmission systems, interlacing is still commonly used in
order to conserve bandwidth. For instance, 1920x1080i is a
commonly used format containing 1080 interlaced lines, each
line consisting of 1920 pixels.

Display devices based on cathode ray tube (CRT) technol-
ogy can display interlaced video without the need for prior
conversion since the electron beam can be made to scan the
screen in an interlaced fashion which matches the interlacing
of the received video signal. Flat panel display devices
including LCD, plasma, OLED and other technologies are
usually progressively scanned whereby odd and even lines
comprising a video image are displayed together. Therefore,
an interlaced video source must first be converted to progres-
sive format before being displayed on these types of devices.
Furthermore, conversion to progressive format when per-
formed effectively, reduces or eliminates certain artifacts
associated with interlacing including line flicker.

Numerous methods have been proposed for converting a
video signal from interlaced to progressive format. For
example, intra-field interpolation, sometimes referred to as
“bob”, may be used to generate the missing pixels between
the lines of an interlaced field in order to create a complete
video frame. In this case, missing pixels are generated by
interpolating between the values of the vertical neighbors just
above and just below the missing pixel. This simple method is
frequently used in low cost display devices such as computer
monitors since it does not require the use of DRAM for
storing entire fields of video. The method performs reason-
ably well on moving image portions but poorly on static
portions due to loss of vertical resolution. Inter-field interpo-
lation, sometimes referred to as “weave”, is another com-
monly understood method. In this case, the missing pixels
between the lines of an interlaced field are generated by
interpolating between the values of the temporal neighbors or
by simply copying the value of the temporal neighbor just
before or just after the missing pixel (zero order interpola-
tion). This method produces an ideal output for static image
portions, but results in severe motion artifacts for moving
portions due to the merging of video fields sampled at differ-
ent points in time. Consequently, this method is rarely used
except in special circumstances, such as video derived from
film with a known cadence.

Motion adaptive format conversion attempts to exploit the
best of both of the previously described methods. First, the
level of motion in the vicinity of a missing pixel is measured
according to various methods which are known to those
skilled in the art. It is beyond the scope of this disclosure to
describe all the possible methods of motion detection, how-
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2

ever, most involve calculating the differences between the
values of pixels at corresponding horizontal and vertical posi-
tions in successive video fields of the same or opposite parity.
In the case where the level of motion is low or zero, indicative
of'a static image portion, the missing pixel is generated using
inter-field interpolation so as to maximize vertical resolution.
In the case where the level of motion is high, indicative of a
moving image portion, the missing pixel is generated using
intra-field interpolation so as to avoid motion artifacts, albeit
at the expense of vertical resolution. Practical realizations of
this method typically involve a “soft switch” between the
static and motion cases based on the level of motion to help
reduce the appearance of scintillation artifacts that may occur
at or near the motion threshold.

Despite the use of soft switching as described above, the
appearance of scintillation artifacts due to the presence of
noise and at the onset of motion remains a major limitation of
motion adaptive techniques. Various solutions have been pro-
posed to address this issue including those described in U.S.
Pat. No. 6,784,942 (Selby). In one embodiment of the above,
vertical-temporal interpolation is used in place of intra-field
interpolation corresponding to the case where the level of
motion detected is high. The method of vertical-temporal
interpolation preserves vertical detail in comparison with
purely vertical interpolation by deriving an enhancing high
vertical frequency contribution from one or more adjacent
fields in addition to the contribution from the current field for
which the missing pixel is sought. Furthermore, since the
coefficients for the adjacent field contributions sum substan-
tially to zero, severe motion artifacts are generally avoided,
particularly for horizontal motion against a flat background.
However, artifacts can be produced for vertical motion
greater than a certain velocity at which point the high fre-
quency contribution from the adjacent field(s) becomes det-
rimental rather than enhancing. In addition, even for horizon-
tal motion, artifacts can be produced near the corners of
objects or anywhere that a vertical detail moves to overlap a
relatively flat area. In a second embodiment of the above
reference, the detrimental effect of the high frequency con-
tribution at higher velocities is mitigated by performing
purely vertical interpolation at high levels of motion, vertical-
temporal interpolation at intermediate levels of motion and
purely temporal interpolation in the static case and at very low
levels of motion. The problem with this approach is that
owing to the method by which motion is usually detected,
even motion at a low velocity which might otherwise benefit
from the use of vertical-temporal interpolation, may register
as a high level of motion instead. This is because the method
by which motion is usually detected, which involves looking
at the differences between the values of pixels in successive
video fields, gives a measure of motion which is not neces-
sarily proportional to actual velocity. Consequently, full tran-
sition to purely vertical interpolation associated with the high
motion case often occurs for low velocities which defeats the
benefit of vertical-temporal interpolation and fails to solve the
problem of scintillation artifacts which may occur at or near
the motion threshold.

It is an objective of the present invention to provide a
method of motion adaptive deinterlacing in which the prob-
lem of scintillation artifacts in the presence of low motion is
adequately addressed while minimizing artifacts in the high
motion case.

SUMMARY OF THE INVENTION

According to the present invention, a method and apparatus
for motion adaptive deinterlacing is provided whereby scin-
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tillation artifacts frequently associated with the critical tran-
sition between the presence and absence of motion are
avoided, while artifacts associated with higher motion veloci-
ties are simultaneously minimized. An estimate of the level of
motion in the vicinity of a missing pixel is generated based in
parton the absolute differences between pixels at correspond-
ing horizontal and vertical positions in successive video fields
of like parity. A first weighting factor is determined from the
estimated level of motion using a transfer function which may
be empirically determined, the value of which varies between
zero in the case of no motion and unity in the case of motion
above a predetermined threshold. A second weighting factor
complementary to the first is determined such that the two
weighting factors taken together sum to unity. A third weight-
ing factor whose value varies between zero and unity is deter-
mined based on a measure of the variation in the vicinity of
the missing pixel. The value of the third weighting factor
varies between zero where the region of interest is deemed to
be flat and unity where the region is deemed to include a
certain amount of variation. A high vertical frequency contri-
bution to the missing pixel is determined based on neighbor-
ing pixels located solely in one or more fields adjacent to the
missing pixel, the coefficients of which sum substantially to
zero. The high vertical frequency contribution is subse-
quently multiplied by the third weighting factor to produce a
weighted high vertical frequency contribution. A low vertical
frequency contribution to the missing pixel is generated by
interpolating between one or more vertical neighbors above
and below the missing pixel, but solely within the same field.
The low vertical frequency contribution is subsequently
added to the weighted high vertical frequency contribution to
produce a total vertical contribution. A temporal contribution
to the missing pixel is generated by interpolating between one
or more temporal neighbors and subsequently multiplied by
the second weighting factor to produce a weighted temporal
contribution. The total vertical contribution is multiplied by
the first weighting factor to produce a weighted total vertical
contribution. The weighted temporal contribution is added to
the weighted total vertical contribution to produce the final
estimate for the missing pixel.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention will be even more clearly understood
with reference to the drawings appended hereto, in which:

FIG. 1 shows how contributions from the vertical and tem-
poral neighbors of a missing pixel can be combined to provide
an estimate of the missing pixel using motion adaptive pro-
cessing, according to the prior art.

FIG. 2 shows three different methods by which vertical-
temporal filtering may be performed, according to the prior
art.

FIG. 3 shows pixel values and relative pixel positions
within two successive interlaced video fields representing a
light grey rectangle moving from left to right across a dark
grey background.

FIG. 4 shows pixel values and relative pixel positions
within a progressively scanned video frame which has been
deinterlaced using vertical-temporal filtering, according to
the prior art.

FIG. 5 shows how pixel values in the vicinity of a missing
pixel may be used to determine a degree of spatial variation
according to embodiments of the present invention.

FIG. 6 shows how a missing pixel may be calculated using
previously determined levels of motion and spatial variation
according to an embodiment of the present invention.
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FIG. 7 shows pixel values and relative pixel positions
within a progressively scanned video frame which has been
deinterlaced according to an embodiment of the present
invention.

FIG. 8 shows how a missing pixel may be calculated using
anisotropic interpolation according to the prior art.

FIG. 9 shows how a missing pixel may be calculated using
anisotropic interpolation according to an embodiment of the
present invention.

FIG. 10 shows how pixel values in the vicinity of a missing
pixel may be used to determine a degree spatial variation
according to further embodiments of the present invention.

FIG. 11 schematically illustrates an apparatus for generat-
ing missing pixels and for passing through original pixels
according to an embodiment of the present invention.

FIG. 12 schematically illustrates an apparatus for calculat-
ing a degree of spatial variation according to an embodiment
of the present invention.

FIG. 13 schematically illustrates an apparatus for generat-
ing missing pixels and for passing through original pixels
according to another embodiment of the present invention.

FIG. 14 schematically illustrates an apparatus for deter-
mining a pixel value at a horizontal intercept point according
to an embodiment of the present invention.

DETAILED DESCRIPTION OF THE INVENTION

Referring now to FIG. 1, according to the prior art, a
missing pixel P,,5-can be generated by combining weighted
contributions from its vertical and temporal neighbours based
on an estimate of the level of motion in the vicinity. First,
separate estimates for the value of the missing pixel are gen-
erated using both inter-field and intra-field interpolation. The
inter-field estimate for P, ;- is generated from its temporal
neighbors P,_, , and P,,, ,. While there may be certain
advantages to averaging these two pixels in order to reduce
noise, a simpler and more common approach is to simply
select one of the two pixels in order to reduce the number of
fields that need to be retrieved concurrently from memory.
This trivial form of interpolation is frequently referred to as
zero order interpolation and generally gives acceptable
results since the inter-field estimate only weighs heavily in
the final result when there is deemed to be no motion and the
temporal neighbors are nearly equal in that case. The intra-
field estimate for P,y is generated from its vertical neigh-
bors including atleast P, ,and P, ;. Additional vertical neigh-
bors within the same field may also contribute depending on
the order of the interpolation method used. In this example,
only P, , and P, ; contribute and the intra-field estimate is
simply the average of these two pixels. The level of motion in
the vicinity of the missing pixel is typically detected based on
the absolute difference of corresponding pixels in successive
video fields of the same parity. The detected motion is
mapped to a weight ALPHA which varies between zero and
unity based on a transfer function such as that shown in the
graph at the right side of FIG. 1. The final estimate for P,
is calculated as a weighted sum of the inter-field and intra-
field estimates where the weights used are 1-ALPHA and
ALPHA, respectively. As shown in the graph, there is a steep
transition in the value of ALPHA corresponding to a rapid
change from the static case to the motion case for relatively
small levels of motion. This characteristic is necessary since
the use of inter-field interpolation in the presence of even
moderate levels of motion would otherwise result in severe
motion artifacts. The steepness of the transition, however,
means that noise or small changes in the level of motion
detected can result in large changes in the value of ALPHA.
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Since the inter-field and intra-field estimates for P, can
differ widely, particularly in the presence of vertical detail,
the final value of P, ;,-will change widely in accordance with
the changes in ALPHA and scintillation artifacts will result.

Referring now to FIG. 2, three examples are shown of how
a missing pixel may be generated using vertical-temporal
interpolation, according to the prior art. FIG. 2A shows how
the missing pixel P, ;-can be calculated as the weighted sum
of'neighboring pixels from three separate fields, including the
current field for which the pixel is sought as well as the
previous and next fields. The weighting coefficients for the
current field sum to unity, such that a low frequency contri-
bution to P, ;,-1s derived. The weighting coefficients for each
of the other fields sum to zero, such that high frequency
contributions to P, are thereby derived. When the velocity
of motion in the vicinity of P, is low or where the is no
motion at all, the high frequency contributions from the fields
adjacent to the current field are enhancing contributions and
the resulting value of P, 5;-1s generally a better estimate of'its
actual value. Furthermore, the result in the case of low veloc-
ity motion or no motion will be closer in value to that which
would be generated using inter-field interpolation as
described above. Consequently, the performance of the
method of FIG. 1 can be enhanced in this case by replacing the
step of intra-field interpolation with vertical-temporal inter-
polation as shown in FIG. 2A. Since vertical-temporal inter-
polation gives a result which is closer in value to the inter-field
result, scintillation artifacts associated with large changes in
ALPHA are thereby reduced. Note that the weighting coeffi-
cients shown in FIG. 2A which are associated with the pre-
vious and next fields were determined empirically to provide
a sufficient level of high frequency contribution without
resulting in undue artifacts. In order to minimize the number
of fields that need to be concurrently retrieved from memory,
the enhancing high frequency contribution can be derived
from just one of the adjacent fields rather than both. In this
case, the coefficients of the adjacent field can be doubled such
that the high frequency contribution from the one adjacent
field is equal to the total of the two adjacent fields where both
are used. FIG. 2B shows an arrangement of weighting factors
that may be used involving the current and previous field,
while FIG. 2C shows an arrangement of weighting factors
involving the current and next field.

Turning now to FIG. 3, the pixel values from two succes-
sive video fields are shown representing a light grey rectangle
moving from left to right across a dark grey background. For
simplicity, only the luminance values are shown for each
pixel. The matrix at the left represents the pixel values from an
interlaced top field while the matrix at the right represents an
interlaced bottom field which occurs later in time. The bound-
ary of the rectangle has been highlighted with the use ofa bold
line in order to emphasize the shape of the object and its
movement from one field to the next. Turning now to FIG. 4,
the pixel values from a progressive video frame are shown,
where the video frame has been generated using vertical-
temporal interpolation according to the method shown in
FIG. 2C. Those lines in the output frame labeled as ORIGI-
NAL have been copied without modification from the source
field labeled TOP, while those lines labeled as INTERPO-
LATED have been generated using the method of FIG. 2C.
Since more than one input pixel contributes to produce each
output pixel, there are cases near the top and bottom of the
edges of the image where reference is made to source pixels
which fall outside of the source image. In this case, the source
data is extended by replicating the first and last video lines as
required to fill in the missing data. As in FIG. 3, the boundary
of the rectangle as perceived by the viewer has been high-
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lighted with the use of a bold line. Note, however, that in the
deinterlaced image of FIG. 4, there are artifacts near the upper
right and lower right corners of the rectangle. These artifacts
are the result of the high vertical frequency contribution
derived from the adjacent field. While the adjacent field con-
tribution can have an enhancing effect in the case of no
motion or low velocity motion, it has a detrimental effect in
this case due to the velocity and direction of the motion. The
preceding example makes use of vertical-temporal interpola-
tion only, without the addition of motion adaption. Similar
artifacts would have resulted if the method of vertical-tem-
poral interpolation described above had been substituted for
the step of intra-field interpolation in the method of motion
adaptive processing shown in FIG. 1, since the presence of
motion in the region would result in all the weight being
applied to the intermediate step of vertical-temporal interpo-
lation and no weight applied to the intermediate step of inter-
field interpolation.

Referring now to FIG. 5, we see how a column of pixels in
the vicinity of the missing pixel may be used to calculate a
degree of spatial variation in the vertical dimension, accord-
ing to embodiments of the present invention. Two different
equations are shown according to which the variation may be
calculated with slightly different results. In either case, the
calculated value VARIATION will increase in response to the
amount of variation between spatially adjacent pixel values in
the region. Turning now to FIG. 6, we see how the level of
spatial variation may be used to control the weighting of a
high vertical frequency component which is extracted from
the fields adjacent to that for which the missing pixel is
sought. The graph at the top of FIG. 6 shows how the level of
spatial variation is mapped to a weighting coefficient BETA
whose value varies between zero and unity. The mapping
function is such that the value of BETA is zero for small levels
of' spatial variation, rises sharply to unity for somewhat larger
levels and saturates at unity beyond that point. The equation at
the bottom of FIG. 6 shows how the weighting coefficient
BETA may be used to control weighting of the high vertical
frequency component. The high vertical frequency compo-
nent may be extracted from the previous and/or next adjacent
fields using, for example, the coefficient values associated
with those fields as shown in FIG. 2. The weighted high
vertical frequency component is subsequently added to the
value produced by intra-field interpolation to produce an
enhanced estimate of the missing pixel in the presence of slow
motion or noise. The final estimate for the value of the miss-
ing pixel is produced by taking weighted contributions from
the enhanced estimate described above and the estimate pro-
duced using inter-field interpolation, where the weights used
are the previously described motion weighting values
ALPHA and 1-APLHA, respectively.

Turning now to FIG. 7, we see the deinterlaced output
frame which results when the method of FIG. 6 is applied to
the test case shown in FIG. 3. Note that as with the deinter-
laced output frame shown in FIG. 4, only the result of the
intermediate step of producing the enhanced estimate
described above is shown, without the subsequent step of
taking weighted contributions according to motion weighting
values ALPHA and 1-APLHA. Furthermore, the coefficients
used for intra-field interpolation correspond to those of the
current field in FIG. 2C, while those used to extract the high
vertical frequency contribution correspond to those of the
next field in FIG. 2C. Inspection of FIG. 7 will show that the
artifacts near the upper and lower right hand corners of the
rectangle which appeared in FIG. 4 are not present. This is
because the lack of spatial variation within the current field in
that region resulted in a weight of zero being applied to the
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high vertical frequency component, thereby avoiding its det-
rimental effect. Since there was a lack of spatial variation to
begin with and therefore nothing to be enhanced, no advan-
tage is lost by applying a weight of zero, while the previously
illustrated artifacts are clearly avoided. In other situations
where a higher level of spatial variation may exist and where
the high vertical frequency component may have an enhanc-
ing effect, its weight will be increased in accordance with the
mapping function shown in FIG. 6. In this way, the weight of
the high vertical frequency component is controlled such that
it’s given little or no weight in cases where its contribution
may be detrimental and normal weight in cases where its
contribution may be enhancing. In order to avoid instanta-
neous step changes in the weighting value for small changes
in variation, the mapping function has finite slope throughout
its range. While only the result of the intermediate step of
producing the enhanced estimate described above is shown in
FIG. 7, the benefits described above will be retained when the
enhanced estimate is combined with the result of inter-field
interpolation according to motion weighting values ALPHA
and 1-APLHA, respectively.

Turning now to FIG. 8, we see how anisotropic or direc-
tional interpolation may be applied to the step of intra-field
interpolation, according to the prior art. In the method of FIG.
1, intra-field interpolation is performed using the pixels P, ,
and P, ; which are those immediately above and below the
missing pixel. Since the same pixels are used regardless of the
actual image content, the interpolation is referred to as iso-
tropic. It is well known in the art that certain benefits can be
gained by performing interpolation along a line whose direc-
tion may vary according to specific image content. In general,
it is often advantageous to interpolate in a direction which is
parallel to an edge within the image, if such an edge exists and
its direction can be determined. This method of interpolation
is referred to as anisotropic or directional interpolation and
helps to prevent diagonal lines from appearing jagged. A
description of the method of edge detection is beyond the
scope of this disclosure, however, in the diagram of FIG. 8 it
can be assumed that the diagonal line represents a direction
which has been determined to be approximately parallel to an
edge within the image. With knowledge of the direction,
intra-field interpolation can be performed to advantage by
interpolating along that direction instead of the default verti-
cal direction as shown in FIG. 1. The pixels P, , and P, ;
shown in FIG. 8 can be thought of as replacing those pixels
with the same labels shown in FIG. 1.

Referring now to FIG. 9, an embodiment of the present
invention is shown which allows the use of anisotropic inter-
polation in order to realize those benefits normally associated
with it. As in FIG. 8, the method of edge detection is not
shown, but it can be assumed that the diagonal line represents
a direction which is approximately parallel to an edge within
the image. In this case, the pixel values P,,, ;, P, », P, 5,
P, ;andP,,, ;canbethought of replacing those pixels shown
in FIG. 2C and can be used for intra-field interpolation and to
produce the enhancing high vertical frequency in the method
of FIG. 6. Note that as the line of interpolation is steered
according to the method of edge detection (not described), the
pixel values used are those which intercept each line. If the
direction is detected with sufficient resolution such that the
intercept points may fall between the positions of the avail-
able source pixels, then the values representing the intercept
points may themselves be interpolated using an additional
step.

Referring now to FIG. 10, two additional methods are
shown for calculating the level of spatial variation which are
useful in conjunction with anisotropic interpolation. Rather
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than calculating the level of variation along a vertical column
of pixels as shown in FIG. 5, the variation can be calculated
along the same imaginary line which is used for the purpose
of anisotropic interpolation. The advantage to this approach is
that there is generally less variation along that line and the
detrimental effect of the high vertical frequency contribution
in the presence of high velocity motion can thereby be
avoided by applying a lower weight consistent with less varia-
tion. Equation 3 of FIG. 10 is essentially the same as equation
1 of FIG. 5 except pixels P1, P2, P3 and P4 are taken along the
line ofinterpolation rather than in a vertical column. Equation
4 of FIG. 10 shows an alternate implementation in which only
pixels P2 and P3 participate. This implementation is less
costly since pixels P1 and P4 which are not otherwise refer-
enced, do not need to be. Pixels P2 and P3 are already avail-
able since they are used in the anisotropic interpolation. The
smaller detection region associated with equation 4 may
result in some performance loss due to lower weighting being
applied to the high vertical frequency component in some
situations.

FIG. 11 schematically illustrates an example of an appara-
tus in accordance with an embodiment of the present inven-
tion. An interlaced input video signal 1 is presented to the
input of DRAM interface 2. DRAM interface 2 in conjunction
with memory controller 3, stores the stream of pixels arriving
at input 1 into a DRAM array 4. In addition to the storage
operation, DRAM interface 2 concurrently retrieves streams
of'previously stored pixels from a “current” field i and from a
“next” field i+1 which is adjacent to field i and occurs later in
time. The stream from field i is fed though a cascade of line
stores 10-12 while the stream from field i+1 is fed through a
second cascade of line stores 13-14. Each line store element
has sufficient storage for one line of input video such that the
output may be delayed by one line relative to the input.
Consequently, at any point in time the field i signal from
DRAM interface 2 in conjunction with the outputs of lines
stores 10, 11 and 12, represent a column of vertically adjacent
input pixels from field i. Similarly, at any point in time the
field i+1 signal from DRAM interface 2 in conjunction with
the outputs of lines stores 13 and 14, represent a column of
vertically adjacent input pixels from field i+1. A special fea-
ture of line stores 10-12 and 13-14 allows each line of video
to be read out twice before being replaced by the next input
line. This feature is useful for interleaving original lines with
interpolated lines as required to produce a progressive image
and is explained in more detail later.

Still referring to FIG. 11, multipliers 20 and 21 multiply the
outputs of line stores 10 and 11 by coefficients which are both
equal to /2 in this example. The outputs of multipliers 20 and
21 are then summed together by adder 30 to produce a low
vertical frequency contribution derived from field i. Similarly,
multipliers 23-24 multiply the field i+1 signal from DRAM
interface 2 and the outputs of lines stores 13 and 14, by
coefficients -4, ¥4 and -4 respectively. The outputs of mul-
tipliers 22-24 are then summed together by adder 31 to pro-
duce a high vertical frequency contribution derived from field
i+1. Concurrent with the above, variation detector 40 receives
as inputs the field i signal from DRAM interface 2 and the
outputs of lines stores 10, 11 and 12 representing a column of
vertically adjacent input pixels from field i and calculates a
degree of variation as detailed in FI1G. 12.

FIG. 12 illustrates an example of the operation of variation
detector 40, in which inputs 200-203 are received represent-
ing a column of vertically adjacent pixels. Difference circuits
210-212 calculate differences between pairs of vertically
adjacent pixels, the results of which are fed to absolute value
circuits 220-222. Maximum value circuits 230-232 are then
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used to find the maximum value of the three absolute differ-
ences. Subsequently, difference circuit 240 subtracts a thresh-
old value P, from the maximum absolute difference to pro-
duce a shifted maximum absolute difference. Maximum
value circuit 241 is used to clamp the shifted maximum abso-
lute difference such that its value never becomes negative.
Multiplier 242 multiplies the previously clamped signal by a
coefficient m representing the slope of a variation mapping
function Minimum value circuit 243 is used to clamp the
product such that its value never exceeds unity. The clamped
value is provided as the output 250 of the variation detector
whose value varies between zero and unity.

Returning to FIG. 11, the output of variation detector 40
which is generated as described above with reference to FIG.
12 is applied to multiplier 32 along with the output ofadder 31
to produce a weighted high vertical frequency contribution.
The weighted high vertical frequency contribution is then
added to the low vertical frequency contribution using adder
33 to produce a total vertical contribution. Motion detector 50
uses the differences between inputs from successive fields
(not shown) to generate weighting factors indicative of the
presence of motion whose values are complementary and sum
to unity. Multiplier 34 multiplies the total vertical contribu-
tion from the output of adder 33 by a first weighting factor
provided by motion detector 50, the value of which varies
between a minimum value of zero in the absence of motion
and a maximum value of unity in the presence of motion. The
output of multiplier 34 represents a weighted total vertical
contribution. Multiplier 35 multiplies a temporally adjacent
pixel from the output of line store 13 by a second weighting
factor provided by motion detector 50, the value of which
varies between a maximum value of unity in the absence of
motion and a minimum value of zero in the presence of
motion. The output of multiplier 35 represents a weighted
temporal contribution. Adder 36 adds together the weighted
total vertical contribution from multiplier 34 and the
weighted temporal contribution from multiplier 35 to pro-
duce a final value for the interpolated missing pixel. Multi-
plexor 37 is used to alternately select on a line-by-line basis
either the interpolated output from adder 36 or an original
input pixel value from the output of line store 10 in order that
interpolated and original lines are correctly interleaved for
display.

FIG. 13 schematically illustrates an apparatus in accor-
dance with another embodiment of the present invention in
which the resultant output image is further enhanced through
the use of anisotropic (directional) interpolation. The appa-
ratus of FIG. 13 is similar to that of FIG. 11 except for the
addition of several new blocks as will now be described.
Similarly numbered elements in FIG. 13 correspond to the
relevant description above with reference to FIG. 11. Firstly,
a directional detector 60 is used to detect the direction of an
edge (if any) in the vicinity of the missing pixel and in
response to provide signals which control the selection of
pixels used for vertical interpolation. Directional detector 60
receives as inputs the field i signal from DRAM interface 2
and the outputs of line stores 10-12 representing 4 vertically
adjacent pixels. Directional detector 60 includes pixel delay
elements (not shown) which allow it to examine a plurality of
pixels within a rectangular window 4 pixels high and at least
9 pixels wide. Based on an analysis of pixel data within this
window, directional detector 60 determines a direction along
which interpolation may be advantageously performed. Out-
putsS,,; 1, S, 5. S, 5,and S, ; are selection control signals
used to select an intercept point at a specified offset within a
window of horizontally adjacent pixels. Selection control
signals S, , and S, ; are used to control the selection of
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intercept points within lines from the “current” field i located
just above and just below the missing pixel, respectively.
Selection control signals S,,, ; and S, 5 are used to control
the selection of intercept points within lines from the “next”
field i+1 located above and below the missing pixel, respec-
tively.

FIG. 14 illustrates an example of how directional selectors
70-72 and 74, as referenced above, are implemented. The
directional selector receives at its input 100 a stream of pixel
(luminance) values. The input is connected to a cascade of
pixel delay elements 100-117, the outputs of which at any
given time represent a window of horizontally adjacent pix-
els. A selection control input bus 101 is comprised of LSBs
102 (least significant bits) and MSBs 103 (most significant
bits). The MSBs 103 are used to address a multiplexor 120
such that the nearest pixel to the left of the desired intersection
point or coincident with it, is selected. Adder 130 adds 1 to the
value of the MSBs 103 and the resulting sum is used to
address multiplexor 121 such that the outputs of multiplexor
120 and multiplexor 121 represent horizontally adjacent pix-
els. Multiplier 141 multiplies the output of multiplexor 121
by the LSBs 102 of selection control input bus 101 to produce
aright-side contribution to the output pixel. Difference circuit
131 subtracts the LSBs 102 of selection control input bus 101
from unity to produce a complementary value which is
applied to one input of multiplier 140. Multiplier 140 multi-
plies the output of multiplexor 120 by the complementary
value to produce a left-side contribution to the output pixel.
Adder 132 adds the left-side contribution from multiplier 140
and the right-side contribution from multiplier 141 to produce
an output pixel 150. It should be noted that depending on the
desired resolution of the intercept points, it is possible for the
LSBs 102 to be omitted, such that output pixel 150 is directly
selected from within the available window of input pixels
without interpolation. Alternatively, in the case where L.SBs
102 are used, the interpolation step could be enhanced by
using higher order interpolation involving more than two
horizontally adjacent pixels.

Returning to FIG. 13, the inputs to multipliers 20 and 21
representing contributions from the “current” field are taken
from the outputs of directional selectors 70 and 71, respec-
tively. Similarly, the inputs to multipliers 22 and 24 represent-
ing contributions from the “next” field are taken from the
outputs of directional selectors 72 and 74, respectively. The
input to multiplier 23 representing the pixel from the “next”
field which is coincident with the missing pixel, is taken from
the output of delay 73. Delay 73 contains a cascade of pixel
delay elements whose total delay is halfthat contained within
directional selectors 70-72 and 74. In this way, contributions
from the current and next fields are derived from calculated
interception points between a determined line of interpolation
and surrounding input lines in the vicinity of the missing
pixel. Delay 73 is fixed since the line of interpolation rotates
about the missing pixel and so the interception point does not
change. It should be noted that while directional detector 60,
directional selectors 70-72 and 74 and delay 73 have all been
described as containing pixel delay elements, it will be clear
to those skilled in the art that the delay elements within
directional detector 60 may be shared with those within direc-
tional selectors 70-72 and 74 and delay 73 in order to mini-
mize duplication.

Accordingly, it is to be understood that the embodiments of
the invention herein described are merely illustrative of the
application of the principles of the invention. Reference
herein to details of the illustrated embodiments is by way of
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example and is not intended to limit the scope of the claims,
which themselves recite those features regarded as essential
to the invention.

What is claimed is:

1. A method for generating an interpolated pixel at a ver-
tical position half way between lines in a field of a video
frame, comprising:

a. receiving at least four pixels vertically adjacent said
positioninsaid field and at least three pixels from at least
one adjacent field;

. detecting a degree of motion in the vicinity of said

interpolated pixel and providing weighting factors based

on said degree of motion;

detecting a degree of variation in the vicinity of said

interpolated pixel and providing a further weighting fac-

tor based on said degree of variation;

d. calculating a high vertical frequency contribution based
on weighted contributions from said at least three pixels;

. calculating a low vertical frequency contribution based
on weighted contributions from at least two pixels of
said at least four pixels;

calculating a weighted high vertical frequency contribu-
tion based on said high vertical frequency contribution
and said further weighting factor;

g. calculating a total vertical contribution by summing
together said low vertical frequency contribution and
said weighted high vertical frequency contribution;

h. calculating a temporal contribution based on at least one

of said at least three pixels;

. calculating said interpolated pixel by summing together
weighted contributions from said total vertical contribu-
tion and said temporal contribution based on said
weighting factors.

2. The method for generating an interpolated pixel accord-
ing to claim 1, wherein the step of detecting a degree of
variation comprises:

a. receiving said at least four pixels;

b. calculating the absolute differences between pairs of

adjacent pixels within said at least four pixels;

c. finding the maximum absolute difference of said abso-
lute differences;

d. mapping said maximum absolute difference according
to a mapping function to provide said further weighting
factor, wherein said mapping function increases mono-
tonically from zero to unity.

3. The method for generating an interpolated pixel accord-
ing to claim 1, wherein the weighting factors used to calculate
said weighted contributions from said at least three pixels
sum substantially to zero.

4. The method for generating an interpolated pixel accord-
ing to claim 1, further comprising the step of directional
interpolation, wherein said at least two pixels and said at least
three pixels are taken as the intercept points between a deter-
mined line of interpolation and the lines of input pixels from
which said at least two pixels and said at least three pixels are
derived.

5. The method for generating an interpolated pixel accord-
ing to claim 4, wherein said intercept points are calculated by
interpolating between pixels within said lines of input pixels.

6. The method for generating an interpolated pixel accord-
ing to claim 4, wherein the step of detecting a degree of
variation is based on the intercept points between said deter-
mined line of interpolation and said lines of input pixels.

7. An apparatus for generating an interpolated pixel at a
vertical position half way between lines in a field of a video
frame, comprising:
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a. memory for receiving at least four pixels vertically adja-
cent said position in said field and at least three pixels
from at least one adjacent field;

b. a motion detector for detecting a degree of motion in the
vicinity of said interpolated pixel and for providing
weighting factors based on said degree of motion;

c. a variation detector for detecting a degree of variation in
the vicinity of said interpolated pixel and for providing a
further weighting factor based on said degree of varia-
tion;

d. a calculation device for calculating a high vertical fre-
quency contribution based on weighted contributions
from said at least three pixels;

e. a calculation device for calculating a low vertical fre-
quency contribution based on weighted contributions
from at least two pixels of said at least four pixels;

f. a calculation device for calculating a weighted high
vertical frequency contribution based on said high ver-
tical frequency contribution and said further weighting
factor;

g. a calculation device for calculating a total vertical con-
tribution by summing together said low vertical fre-
quency contribution and said weighted high vertical fre-
quency contribution;

h. a calculation device for calculating a temporal contribu-
tion based on at least one of said at least three pixels;

i. a calculation device for calculating said interpolated
pixel by summing together weighted contributions from
said total vertical contribution and said temporal contri-
bution based on said weighting factors.

8. The apparatus according to claim 7, wherein said
memory for receiving said at least four pixels and said at least
three pixels comprises a plurality of line stores.

9. The apparatus according to claim 7, wherein said varia-
tion detector comprises:

a. a calculation device for calculating the absolute differ-
ences between pairs of vertically adjacent pixels within
said at least four pixels;

b. amaximum value device for finding the maximum value
of said absolute differences;

c. a mapping device for mapping said maximum value to
provide said further weighting factor according to a
mapping function, wherein said mapping function
increases monotonically from zero to unity.

10. The apparatus according to claim 7, further compris-

ing:

a. a directional detector for determining the preferred
direction of a line of interpolation and for determining
offset positions representing the locations of intercept
points between said line of interpolation and lines of
input pixels;

b. directional selectors for selecting pixels at said offset
positions within said lines of input pixels.

11. The apparatus according to claim 10, wherein said
directional selectors further comprise interpolators for inter-
polating between horizontally adjacent pixels when said
intercept points lie between pixel positions.

12. The apparatus according to claim 10, wherein said at
least two pixels and said at least three pixels are taken as the
intercept points between a determined line of interpolation
and the lines of input pixels from which said at least two
pixels and said at least three pixels are derived.

13. The apparatus according to claim 8, further comprising
amemory controller including memory for receiving fields of
said video frame and for providing said pixels to said
memory.



